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Symmetric free-energy-based multicomponent lattice Boltzmann method

Qun Li and A. J. Wagner
Department of Physics, North Dakota State University, Fargo, North Dakota 58105, USA
(Received 27 April 2007; published 4 September 2007)

We present a lattice Boltzmann algorithm based on an underlying free energy that allows the simulation of
the dynamics of a multicomponent system with an arbitrary number of components. The thermodynamic
properties, such as the chemical potential of each component and the pressure of the overall system, are
incorporated in the model. We derived a symmetrical convection diffusion equation for each component as well
as the Navier Stokes equation and continuity equation for the overall system. The algorithm was verified
through simulations of binary and ternary systems. The equilibrium concentrations of components of binary
and ternary systems simulated with our algorithm agree well with theoretical expectations.

DOI: 10.1103/PhysRevE.76.036701

I. INTRODUCTION

Multicomponent systems are of great theoretical and prac-
tical importance. An example of an important ternary system,
that inspired the current paper, is the formation of polymer
membranes through immersion precipitation [1]. In this pro-
cess a polymer-solvent mixture is brought in contact with a
nonsolvent. As the nonsolvent diffuses into the mixture, the
mixture phase-separates, leaving behind a complex polymer
morphology which depends strongly on the processing con-
ditions. The dependence of the morphology on the param-
eters of the system is as yet poorly understood. Preliminary
lattice Boltzmann simulations of this system exist [1]. How-
ever, this work did not recover the correct drift diffusion
equation. A general fully consistent lattice Boltzmann algo-
rithm with an underlying free energy to simulate multicom-
ponent systems is still lacking. This paper strives to bring us
a step nearer to achieving this goal.

There are several previous lattice Boltzmann methods for
the simulation of multi-component systems. There are three
main roots for these approaches. There are those derived
from the Rothmann-Keller approach [2,3] that attempt to
maximally phase-separate the different components. A sec-
ond approach by Shan and Chen is based on mimicking the
microscopic interactions [4—6] and a third approach after
Swift, Orlandini, and Yeomans [7,8] is based on an underly-
ing free energy. All of these have different challenges. Since
we are interested in the thermodynamics of phase separation
we find it convenient to work with a method based on a free
energy. This allows us to easily identify the chemical poten-
tials of the components. This is convenient since the gradi-
ents of the chemical potentials drive the phase separation as
well as the subsequent phase-ordering.

The challenge for the lattice Boltzmann (LB) simulation
of a multicomponent system lies in the fact that momentum
conservation is only valid for the overall system but not for
each component separately, and diffusion occurs in the com-
ponents. For a binary system of components A and B with
densities p* and p®, the simulation usually traces the evolu-
tion of the total density p*+p® and the density difference
p*—p® [8]. Although this scheme is successful in the simu-
lation of a binary system [8,9], its generalization for the LB
simulations of systems with an arbitrary number of compo-
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nents is asymmetric. For instance, to simulate a ternary sys-
tem of components A, B, and C with densities pA, pB, and pC,
the total density of the system, p*+ p8+ p€, should be traced,
and the other two densities to be traced may be chosen as,
e.g., p? and p*—p€ [10]. This approach is likely to be asym-
metric because the three components are treated differently
as is the case of Lamura’s model [10]. If an LB method is not
symmetric, it will lose generality and will only be adequate
for special applications. In this paper, we established a mul-
ticomponent lattice Boltzmann method based on and under-
lying free energy that is manifestly symmetric.

II. MACROSCOPIC EQUATIONS
FOR MULTICOMPONENT SYSTEM

The equation of motion for a multicomponent system are
given by the continuity and Navier-Stokes equations for the
overall system and a drift diffusion equation for each com-
ponent separately. The continuity equation is given by

ap+V-J=0, (1)

where p is the mass density of the fluid, J is the mass flux
which is given by J= pu, and u is the macroscopic velocity
of the fluid. The Navier-Stokes equation describes the con-
servation of momentum:

d(pu,) + 53(Puauﬁ) == 0gPup+ dg0ap+ pF g, (2)

where P,z and 0,4 are the pressure and viscous stress ten-
sors, respectively, F, is the component « of an external force
on a unit mass in a unit volume, and the Einstein summation
convention is used. For Newtonian fluids, the viscous stress
tensor is given by

d
O'aB= 7]((9‘81/{(14' 8au5—55aﬁv-u> +M35‘1’BV.H’ (3)

where 7 is the shear viscosity, wp is the bulk viscosity, and d
is the spacial dimension of the system.

Free energy, chemical potential, and pressure are key ther-
modynamic concepts to understand the phase behavior of a
system. The chemical potential of each component can be
obtained by a functional derivative as
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where 1 is the chemical potential of component o p“ is the
number density of component o; and F is the total free en-
ergy of the system.
The pressure in a bulk phase in equilibrium is given by

p=2p"u" - . (5)

The pressure tensor is determined by two constraints: P,g
=pJ,p in the bulk and AP ,z=>,p"V u” everywhere.

In multicomponent systems, there are two mechanisms for
mass transport: convection and diffusion. Convection is the
flow of the overall fluid, while diffusion occurs where the
average velocities of components are different. The velocity
of the overall fluid is a macroscopic quantity because it is
conserved, but the average velocities of the components are
not. The macroscopic velocity of the fluid u can be expressed
in terms of the density p” and velocity u” of each component
in the form of

> pu’
g

u=—. (6)
2 0°
With the notation
Au’=u’-u, (7)

the flux of each component can be divided into a convection
part J7¢ and a diffusion part J od,

JO’ = po'uo= pa(u + Aua’) =Jo'c + J(Td. (8)

Because mass conservation still holds for each component,
the continuity equation for each component is valid:

ap?+V-J7=0. )

Substituting Eq. (8) into Eq. (9), the convection diffusion
equation for a component can be obtained,

ap’+V - Joe=-V.Jo (10)
From Egs. (6) and (7), we see that
> =0, (11)

o

which ensures the recovery of the continuity equation for the
overall system. The diffusion process between two compo-
nents is related to the difference of the chemical potential of
the two components, which is also called the exchange
chemical potential [11]. Recognizing that the gradient of the
exchange chemical potential determines the diffusion pro-
cesses, we obtain a first order approximation for the diffusion
flux of one component into all other components as

Jo'dz_zMa'(r'V(M(r_M(r’), (12)

’
o

where o and o’ enumerate the components u” and ,uf” are
the chemical potentials of components o and ¢, and M s
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a symmetric positive definite mobility tensor.

A simple model for the diffusion process assumes that a
diffusion flux between two components is proportional to the
overall density and the concentration of each component.
Then mobility tensor can be expressed as

o U"
e < 2 13

where k°¢ is the constant diffusion coefficient between com-
ponents ¢ and ¢’. It depends on components but is indepen-
dent of the total densities and concentration of each compo-
nent. Substituting Eq. (13) into Eq. (12), we have

p’p” ,

P V(u”=p”). (14)

J(rd —_ 2 klf(r'
OJ

Substituting Eq. (14) into Eq. (10), the general form of a
convection diffusion equation is obtained as

g , (TU',pUpU’ (o 0',
ap” +V(p"u) =V k TV(,LL -u”).  (15)

’
o

III. LATTICE BOLTZMANN FOR MULTICOMPONENT
SYSTEM

To simulate a multicomponent fluid using LB we set up a
LB equation (LBE) for each component. The LBE for a com-
ponent o of a multicomponent system is given by

Flr+viAs,t+Ar) — f7(r,t) = At( %_[ffe(r,t) —fle,0]+ F}’) ,
(16)

where f7(r,?) is the particle distribution function with veloc-
ity v; for component o, f%(r,?) is its equilibrium distribu-
tion, and FY is the forcing term of component o due to the
mean potential field generated by the interaction of the com-
ponent o with the other components. The main task in setting
up this lattice Boltzmann method is to determine the correct
form of the forcing term F; which will recover the convec-
tion diffusion equation (15).

The density of each component and the total density are
given by

pr=2 17, (17)
p=2>p". (18)

The average velocity of one component ¢ and the overall
fluid can be defined as

Poug =2 fivia (19)
Pl = 2, p’ul, (20)

where u{ is the average velocity of the component o, and u,,
is the average velocity of the overall fluid.
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The moments of equilibrium distributions for one compo-
nent are chosen to be

Eﬁe=po”
i
E ﬁevia = pgua’
i

p(T
Ef”ev,-aviﬁz ?5%3"' pugg,
1

. P’
Efg vmviﬁvw: ?(uaﬁaﬁ+ M'B(S)‘QY'F uyé‘aﬁ). (21)

The moments for the forcing terms of one component are

> F7=0, (22)
2 Fvi,=p"a, (23)
E F?viaviﬁ = Pg(ag“g + agug) ’ (24)

1
E F?UmUiﬁUW: gp"(agéﬁy+ agéaﬁ+ a‘;c‘)‘aﬁ). (25)

To utilize the analysis of the one-component system we can
establish a LB equation for the total density by defining

Eﬁ=fi7
EF:'T=FZ'?

> p%al=pa,. (26)

Similar to the counterparts of the one-component system, the
moments for the overall equilibrium distribution function are
given by

E_J‘f=p,

2 ﬁvia = PUq
i
1
2 ﬁviaviﬁ = gpéaﬂ + pUUg,
i

1
Eﬁviaviﬁvi7= 5P(%5ﬁy+ UGy + Uy Onp) + Pl g,

L

+Qupy- (27)

The moments for the overall force terms are then given by
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> F=0,

2 Fivio=pag,
Using Eq. (24), we obtain
2 Fivip= > (agug+agug) = plagug+agu,)
+ > (agAug+agAug), (28)

where the second term of Eq. (28) is of a higher order small-
ness than the first terms, and therefore does not enter the
hydrodynamic equations to second order. For the third mo-
ment we have

1
> Fiv;qUigU;, = gp(aa55y+ aglup+a,O,p).  (29)
i

By summing Eq. (16) over o, an effective LB equation for
the total density is

fir + v At + Ar) — fi(r,1) = At l[ff(r,t) —fie, )]+ F; |.
T

(30)

This is identical to the LB equation for a system of one
component. Therefore the continuity equation and the Navier
Stokes equation of the overall fluid of a multicomponent
system are recovered as

ap+3d,(pU,)=0+0(€), (31)

where U,=u,+a,At/2 is the macroscopic velocity of the
fluid. The Navier Stokes equation for the overall fluid is

9(pUp) + d4(pU,Up)
1
=- 070[( gpgaﬂ> + (9a< gp(o”aUB + o"BUa))
+ Pag— W 0Pl g, (32)

where w=7-1/2. To recover the convection diffusion equa-
tion of each component, we performed a Taylor expansion on
the left of Eq. (16) to second order:

2
AH(9,+viad)f7 + (Azt) (8,4 V;1a0) *f7 + O(€)
=Az<1(f§”—f§’)+F,">- (33)

Because of the recursive nature of Eq. (33), f7 can be ex-
pressed by f7¢ and derivatives of f7 as

FI=f7+ 7F7 = 10, + 0;,0) (7 + TF) + O(€7).  (34)
Substituting Eq. (34) into the left side of Eq. (33) we obtain
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(&t+ Uia&a)(ff'm TFU) 07 + Umzo" )2(}(06
1

= (74 T - D). (35)
T

+7F7) + O(€).

where, again, w=(7-1/2). Summing Eq. (35) over i gives
97+ 0o(p7ttg) + T0,(p7a%) — w2 (3, + 0,4 00) (F7 + TFY)

=0(€). (36)

The first moment of f7 and f7° are not identical, and the

continuity equation cannot be obtained. Equation (36) shows
that 9,07+ d,(p’ug) + 7d,(p’al) is of order O(€*), and FY is of
order O(e). Therefore d,p”+d,(pu,) is of order O(€?), and
we get

Wz ((7[ + viaﬁa)z(fiﬂe + TFlU)
i

= wﬁﬁ{&t(pauﬁ) + ﬁa(%r + p”uauﬁ)] +0(€).

So Eq. (36) can be simplified to

o

Gp” + 3a(p”ug) + 70,0l + O(€)

—w&ﬁ[&l(p"uﬁ)+& <%+p u ”B)} 0. (37

Equation (32) yields

é’tUﬁz_Ua&aUB__é’a<§5a,B>+al3+ 0(52) (38)

This shows that a,=0(e€). This allows us to write the first
order contributions to Eq. (36) as

97 ==3(p"U,) + O(€). (39)

Note that it is not possible to distinguish between u and U in
this equation because the difference is of order O(e). For the
time derivative of p°u, we then obtain to O(e)

at(Pau,B) =0ip ug+ p’oupg
p
== do(pTu)ug+ p’(= uydoug) — _5a<§5a3 + aﬁ)
P’ (P
== dp(pTupug) — ;&B<§) +pag. (40)

We used Eq. (38) for the second equality, again noticing that
there is no distinction between u and U to this approxima-
tion. Replacing the expression for d,(p”ug) from Eq. (40) into
Eq. (37) results in

g
9’ +3,(p7U,) = ﬂa{ p%a, — Tp g + W(%(%)

—W%T&a(%))]. (41)

From this we deduce that the correct form of the forcing term
is
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wi & o 1 o
; P aalu' _gﬁap )

(42)

0,0 — KU o l o —
plag=——p 0y u” =7 Inp”|=-
T 3

where the coefficient is ¥ =1- g—;. This coefficient approaches
1 as At approaches 0, as one would expect from the con-
tinuum limit. This constitutes the main result of this paper.
From the definition of the overall forcing term we have

dg= p—ag. (43)
p
For the right hand side of Eq. (41) we then get
dy| TP%a,— Tp%al + w&a(p—> - wp—(?a<2>
3 p 3

p7p” '
= (?a - wz (?a/“l‘g + wpo—aal*l‘g
PP
ag

I

The convection diffusion equation is therefore

o _ (7"

’
(o8

Gip”+ 0o(p"Us) = aa(wi %ﬁﬂl&a(w’— u)) (45)
The diffusion flux of component o is
E —a W17 = 1), (46)
So that the w in Eq. (46) is equivalent to k°°" in Eq. (14).

IV. NUMERICAL VALIDATION

We examined the equilibrium behavior of phase separated
binary and ternary systems. We used the Flory-Huggins free
energy which is a very popular model to study polymer so-
lutions. It is given by

j—“:f(— m’+ >, n°0In ¢°
1 ’ ’
> 5 X7 6mn’ " )dV, (47)

where 6 is the temperature, m? is the polymerization of the
component o, n’ is its number density, and ¢ is its volume
fraction. It is defined as
og,0 a
(;ba' - % - p_ , (48)
E (mn%) P
g

where p“ is the monomer density of component o and p is
the monomer density of the system, which is a constant in
the Flory-Huggins model. To validate our algorithm we com-
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pared the binodal lines obtained by our algorithm to the the-
oretical ones obtained by minimizing the free energy. We
used the interfacial tension parameter x=0 in all our LB
simulations of binary and ternary systems, because there is
an intrinsic surface tension in the LB simulation due to
higher order terms [12], which did not appear explicitly in
the second order Taylor expansion presented in this paper.
Since we are only evaluating the phase behavior here we use
a one dimensional model known as D1Q3. This model has
the velocity set {v;}={-1,0,1}. This is an important test
since all other frequently used higher dimensional models
have this D1Q3 model as a projection. For this model the
equilibrium and forcing terms are given explicitly by

1 a
= 5(%—p”u+p”u2>,

1(4p”
fge=_<%_2pa'u2)’

and

1
e g a2
=—(-pa+pa’),
fi=5(=pla+pa)
Fo¢ 1( 20’2)
0 _2 pa,

1
F{°= E(p"a +p’a?).

We consider two binary systems: a monomer system with
mA=1 and m®=1, and a polymer system with m*=10 and
mB=1. For both systems, the total density was p=100.
Throughout this paper we choose the self-interaction param-
eters to vanish: y“?=0. The critical volume fractions for the
monomer system are ¢"=0.5 and ¢*=0.5 and for the poly-
mer systems are ¢'=0.24 and ¢®=0.76. To induce phase
separation a small sinusoidal perturbation A¢(x) was added
in the initial conditions. The amplitude of the perturbation is
0.1 and its wavelength is the lattice size. The initial volume
fraction of component A is given by ¢ (x)=¢"*+A¢(x). The
initial volume fraction of component B is given by ¢?(x)
= ¢~ Ad(x).

The monomer system was simulated with different in-
verse relaxation times. In Fig. 1 we show results for 1/7
=0.7, and 0.9. We see that the equilibrium densities have
only a very slight dependence on the relaxation time, al-
though the range of stability depends noticeably on the re-
laxation time. The polymer system was simulated with only
one inverse relaxation time of 1/7=0.9. Starting from the
critical point and increasing the y*Z value for each initial
condition until the simulations were numerically unstable,
we obtained a pair of binodal points for each initial condi-
tion. The system reached a stable state after about 5000 time
steps. The measurement were taken after 50 000 time steps to
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FIG. 1. (Color online) Comparison of the binodal lines for
monomer and polymer systems show good agreement with theory.
For m*=1, m®=1 we also show that the results are independent of
the relaxation time. For the polymer system with mA=10, m®=1,
the binodal points by LB with 1/7=0.9 the match is slightly less
good for large volume fractions of ¢P.

be sure that an equilibrium state had been reached.

For the polymer system, Fig. 2 shows the comparison of
the total density, and the volume fractions and chemical po-
tentials of each component to the corresponding theoretical
values. The total density of a system in equilibrium by LB is
essentially constant with a variation of Ap/p< 1073, The vol-
ume fractions of each component in the LB simulation agree

1 ‘ T
[

0.8 ~ oA
A (A (theor.)
0.6r |_ $B
(I) o ¢B (theor.) 1

0.4
0.2
0 L L L L L L L L L
0 20 40 60 80 100
(a) Lattice points
0
FEEEHEEEEEEEEEEEEE e R EEE R EEEEEEEEEEEEE, i)
s i
o A
" D+ o “A (theor.)| |
o B
-3r B (theor)|
_ I_L eor
_4 B QQ N
_ . | . | . | .
30 40 50 60 70
(b) Lattice points

FIG. 2. (Color online) The volume fraction and the chemical
potentials of the two components for the polymer-monomer mix-
ture. The parameters are m*=10, mf=1, y*6=0.94, k=0, and 1/7
=0.9.
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FIG. 3. (Color online) The binodal points of two ternary systems
obtained by LB simulation. The monomer system has m*=1, m?
=1, and m€=1; the polymer system has m*=10, m®=1, and m®
=1. The parameters for both systems are ‘=3, y¢=0.5, x5¢
=0.2, and 1/7=0.9.

well with the theoretical values. The chemical potential of
each component by the LB simulation was very close to the
theoretical value. The chemical potential u,, corresponding
to the polymer component, varied slightly with a difference
for the bulk values of about 2X 1072 and a variation in the
interface of about 4 X 1072, This is the underlying reason for
the small deviation from the theoretically predicted concen-
tration. The potential uz was nearly constant with a variation
of less than 107 in the bulk and a variation of about 1073 at
the interface. For large values of y*% this discrepancy in-
creases leading to the noticeable variation of the equilibrium
densities of the polymer system as shown in Fig. 1.

We performed LB simulations with two ternary systems: a
monomer system with mA=1, m®=1, and m“=1 and a poly-
mer system with mA=10, m?=1, and m€=1. The y param-
eters for both systems were y*2=3, x1¢=0.5, and 5¢=0.2.
The other y parameters were zero. The inverse relaxation
time constant for both simulations was 1/7=0.9. The critical
point for the monomer system was ¢*"=0.32, ¢?"=0.32,
and ¢“"=0.36. The critical point for the polymer system
was ¢*"'=0.14, $%"=0.11, and ¢$“"=0.75. The initial state
of each simulation were set from the critical points towards
the end point (¢*=0.5, $®=0.5, $¢=0). Initially a small
sinusoidal wave perturbation A¢ of an amplitude of 0.1 and
wavelength of the lattice size was superimposed on the initial
volume fraction of the A component. This perturbation was
subtracted from the B component and the C component was
constant. We performed a LB simulation for each set of ini-
tial volume fractions and obtained the volume fractions of
the two phases in the equilibrium state, resulting in two bin-
odal points. The simulation reached a stable state after about
20000 time steps. The measurements were taken after
200 000 time steps to make sure the equilibrium state was
reached.

Figure 3 shows the comparison of the binodal points by
LB simulation to the theoretical binodal lines of both sys-
tems. The binodal points obtained by the LB simulation
agree fairly well with the theoretical binodal lines for the
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FIG. 4. (Color online) The volume fractions and the chemical
potentials for three-component polymer system. The parameters are
m*=10, mP=1, m€=1, y*=3, x¥¢=0.5, x¥¢=0.2, and 1/7=0.9.
The initial homogeneous volume fractions were ¢,=0.14, ¢p
=0.11, and ¢=0.75.

monomer and polymer systems. The simulation becomes un-
stable when qSA is close to zero, i.e., when one component is
nearly depleted. In this region the simulation results also
deviate noticeably from the theoretical binodal lines. Imme-
diately near the critical point, the evolution of the system
becomes extremely slow so the slight deviation between the
binodal points obtained through the LB simulation and the
theoretical ones probably indicates that the LB simulation
was not yet fully equilibrated.

For the polymer system Fig. 4 shows a comparison of the
volume fractions and chemical potentials of each component.
The total density of the system is again nearly constant with
variation of less than Ap/p<<107* in the bulk. At the inter-
face there is a small variation of Ap/p<<1072. The volume
fractions of each phase in the simulation were very close to
their theoretical values. The chemical potential of component
A was slightly different in two phases with a variation of
about 2 X 1072, while the chemical potentials of components
B and C were much closer in the two phases with a variation
of less than 107*.
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V. OUTLOOK

We have presented a general lattice Boltzmann algorithm
for systems with an arbitrary number of components which is
based on an underlying free energy. In this algorithm the key
thermodynamic quantities such as the chemical potentials of
the components are immediately accessible. It is also mani-
festly symmetric for all components. We tested the equilib-
rium behavior of the new algorithm for two- and three-
component systems in each case examining both the case of
monomer and polymer mixtures with an underlying Flory-
Huggins free energy. We obtained the expected phase dia-
grams to good accuracy and the chemical potentials were
constant to good accuracy for the monomer systems. Poly-
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mer systems were more challenging to simulate but still ob-
tained acceptable results for m=10. Higher polymerizations,
however, become increasingly difficult to realize with the
current algorithm.

There are three directions in which we hope to extend this
algorithm in the future. The current algorithm does not allow
for component dependent mobility. We are working on de-
veloping an algorithm that can recover an arbitrary mobility
tensor k°” . The chemical potential is only approximately
constant. Recent progress for liquid-gas systems [12] makes
us hopeful that we will be able to ensure that the chemical
potential is constant up to machine accuracy. And finally we
hope to extend to model so that it can simulate polymer
systems with significantly larger polymerization.
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